Computing Approach (Section 1 of 2)
Provide details about the proposed computational method or approach, and software to be used. Do not exceed the 1-page maximum for the written description. Provide details regarding the computing resources requested using the table on the next page. This help text may be deleted. 


Computing Resources (Section 2 of 2)
Sensitive Data Restriction
The EMSL computing systems available to users are not approved for use with sensitive data. The processing, storage, or transmittal of sensitive data (e.g. Personally Identifiable Information, Official Use Only, etc.) is thus prohibited on Tahoma and Aurora. Due diligence must be used to prevent inadvertent disclosure of invention, patent, or other sensitive information. 
[bookmark: Check1]|_|  By checking this box, I confirm that participants on this proposal will NOT process, store, or transmit sensitive data on Tahoma or Aurora.

Computing Resource Request
Using the table below, provide details regarding the amount of computer resources and support needed, as well as the amount of file storage you expect to need. See guidance on the following page.

	TOTAL RESOURCES REQUESTED

	CPU Hours (total request for first year of project)
	[bookmark: Text1]     

	GPGPU Hours (total request for first year of project) 
	[bookmark: Text2]     

	Data Storage (total request for first year of project)
	[bookmark: Text3]     

	REQUEST DETAILS

	Software/Code
	Node type 
(CPU or GPGPU)
	Estimated number of jobs
	Estimated total node hours 
	Relevant expertise of team members 
	EMSL support requested 
(E.g. compiling code, libraries needed, training, etc.)

	Example entry (can be deleted):
DataProcessTool 2.3
	CPU (there is a GPU version recently but we have not used it)
	20
	10,000
	Expert at using. Minimal experience installing Windows version. No experience with Linux version, especially installation and using HPC (GPU and parallel versions of code; shared file system; job submission system).
	Help installing on Tahoma. Tutorial and help logging in/running jobs. Guidance/training on managing archiving large output files, to ensure compliance with EMSL data policies. Assistance to ensure reproducibility and sustainability of our workflows, e.g. using Docker or Singularity.  Also, there is apparently a way to “program” the software to sweep and analyze many files using scripting; it would be helpful to learn to leverage this capability.

	
	
	
	
	
	

	
	
	
	
	
	



Guidance for Computing Resource Request (delete guidance prior to submission)
Computing Resources
There is no upper limit on node hours that can be requested, but the amount of time requested must be justified and tied to the scientific aims of the proposal. 
Tahoma allocations are awarded in units of wall-clock time expressed in node-hours, and there are a total of approximately 1,500,000 node-hours available per year.  Tahoma's 160 CPU nodes each have 36 (3.1 GHz) Intel Xeon processor cores, so 10,000 Tahoma CPU node-hours are equal to 360,000 processor core-hours. The CPU nodes each have 384 GB of memory and 2 TB of on-node flash storage. Tahoma's 24 GPGPU nodes each have 36 processor cores and 2 Nvidia v100 GPGPUs, 1536 GB of memory, and 7 TB of on-node flash storage. Tahoma's 10 PB global file system is capable of 100 Gigabyte/sec bandwidth. 
Upon successful review and approval of a proposal, computing resources will be allocated for analysis and archiving of experimental data generated at EMSL. Additional details on Tahoma are available here. For questions regarding these requirements, contact Jay Bardhan.
Data Storage Resources
EMSL Computing Resources use large shared file systems (details here), and as a result it is important that project proposals provide a meaningful estimate of data storage needs. EMSL user projects are required to follow EMSL’s Data Management Policy, which is available here. 
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